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Global Snow Cover Monitoring With Spaceborne
K -band Scatterometer

Son V. Nghiem and Wu-Yang Tsai

Abstract—This paper presents a study to demonstrate the derived mostly from scheduled snow-depth observations, has

potential of a spaceborne K,-band scatterometer to monitor peen used in atmospheric general circulation and snow analysis
global snow cover. Global K,-band data were acquired by the models [8], [9].

National Aeronautics and Space Administration (NASA) Scat- S . ¢ ltitude of activities i . . .
terometer (NSCAT) operated on the Advanced Earth Observing now impacts a mg ltude or activiies In engineering, agri
Satellite (ADEOS) from September 1996 to June 1997. NSCAT culture, travel, recreation, commerce, and safety [10]. Snowmelt
backscatter patterns over the northern hemisphere reveals bound- is an important water source for irrigation and drinking in many
aries between different snow classes, defined by the Cold Regionsareas of the world [11], [12]. Heavy snow storms with rapid
Research and Engineering Laboratory (CRREL), Hanover, NH, gnq\wmelt in spring were accounted for the Flood of the Century

snow classification system at different times of the snow season.. . . . -

We show the evolution of the backscatter signature throughout in the Northern Plains causing loss of I|V(_es and several b||||0|_’1
the entire seasonal snow cycle. Within the snow extent deter- dollarsin flood related damages [13]. In this regard, snow moni-
mined by the National Oceanic and Atmospheric Administration toring with a frequent coverage over regional scales is necessary
(NOAA), Washington, DC, and Climate Prediction Center (CPC), for hazard prediction and mitigation.

operational snow product, K,-band backscatter data expose  gnqw monitoring with satellite visible sensors, spaceborne
detailed features and rapid changes as observed iim-situ snow . . L . .

depth data from surface weather stations in U.S., Canada, and microwave ra(_jlometers, anid-situ station observations has
Russia. Sensitivity of K,,-band backscatter to snow conditions is been summarized and compared to evaluate snow cover over
illustrated with the dramatic change over the U.S. northern plains the globe [6], [14], [15]. Satellite visible-band radiometers
and the Canadian prairie region corresponding to the snow event detect snow by its high albedo and dendritic signatures [16],
leading to the 1997 Flood of the Century. We discuss snow field 117] - ysing Scanning Multichannel Microwave Radiometer
experiments and data analysis plan to understand snow scattering

mechanisms, to interpret snow backscatter, and to derive its (SMMR) data _at 37 and 18 GHz, Chaegal. [18] developed
relationship with snow physical parameters. In view of current Tretrieval algorithms for global snow covered area and snow

and future satellite K, -band scatterometers, the development of water equivalent with 25 km to 50 km resolution, respectively.

algorithms for quantitative snow cover monitoring is pertinent. Grody [19] developed a decision-tree algorithm for snow
Index Terms—Flood, Ku-band scatterometer, NSCAT, snow, COver mapping with a convolved resolution of 55 km from
snowmelt. Special Sensor Microwave Imager (SSM/I) data at 19, 22,

and 85 GHz. Synthetic aperture radar (SAR) data at C-band
with high resolutions have been used to map snow cover and
snowmelt [20]-[22]. Operational snow cover products, such
SIS\IOW influences the global heat budget [1], [2] and hags the NOAA National Environmental Satellite, Data, and

trong feedbacks with the planetary albedo and outgoingformation Service (NESDIS) and Climate Prediction Center
longwave radiation [3]. Snow cover is a significant climatigCPC) snow extent [23], have been obtained from remote
index [4] which can be used to predict and estimate the magensing data. Each type of sensor data has certain advantages
nitude of recent changes in climate [5]. and limitations.

Temperature change in high latitudes is attributable to For optical sensors, snow can be clearly detected due to
the albedo-temperature feedback process, and snow mustdpge differences in albedo of snow cover (white) and bare
regarded as one of the key variables in the global changeund areas (dark). An optical sensor typically has a large
monitoring [6]. Different results from 17 general circulatiorswath (2000 km or more) for snow monitoring on the global
models, varied from weak negative feedback in some modelssigale. Nevertheless, in vegetation covered regions such as
strong positive feedback in others, indicate that snow feedbasireal forests, the solar angle with respect to the horizon is low
involves amplification or moderation caused both by clougt high latitudes in cold regions. Trees block the view of the
interactions and longwave radiation in addition to albedenderneath surface and also cast long shadows on the snow
effects of snow cover [7]. Global snow depth climatologycover. Such effects make the snow cover surface in forested

areas look dark and the objective snow cover identification be-
Manuscri . o s pSomes difficult. During seasonal transitions such as snowmelt
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A passive radiometer also has relatively a large swath and 27
can see through clouds. An important advantage of passive ra-
diometersisthatarecord of several decades of data has been col-
lected allow long-term studies of climatic trends. A radiometer
measures brightness temperatures (product of emissivity with
physical temperature) by the natural radiation emitted from the
medium to the radiometer antenna. Inherently, one-way antenna I
is applied and the measurements typically have low resolutions. i) ) m—— ' —— -
For snow detection, novel algorithms such as Grody’s [19] ob- 7 8 9 10 11 1213
jectively exploit the dispersion of snow at different SSM/I fre- 101og®
quencies. However, the use of multiple-frequency radiometgg 1. Backscatter at Soincidence angle and horizontal polarization as a
data forces the results to a lower resolution (55 km) becaufsection of frequency for dry snow. Data [25] are plotted with black dots and
ofthe low frequency (19 GHz) and to a higher susceptibiity 5 rirous e Eprsen e e reaesson, T forvonis s & o
atmospheric effects at the high frequency (85 GHz). to 20 GHz.

Compared to radiometers, a SAR has a resolution (as high as
several meters) higher by several orders of magnitude. High'rgéhsitivity of K,-band backscatter to snow conditions, we

olution data are necessary to resolve the hillslope scale (lessthagy the dramatic change over the U.S. northern plains and
100 m) for hydrologic applications at small scales. A microwaMge canadian prairie region corresponding to the snow event
SAR also has the capability to see through clouds and darknqégding to the 1997 Flood of the Century. We also point out
However, with current satellite SAR technologies, a high-resgnitations of NSCAT data for snow applications. Finally, we

lution SAR typically has a very small swath (50 km to 500 kmy\; ymary the paper and discuss future developments for global
and requires a very high data rate. Consequently, SAR results gg, monitoring withK ,-band scatterometers.
subject to small local areas with an infrequent coverage (several

days to a week) and/or a fragmented coverage with missing-data
areas interlacing with data-covered areas. Furthermore, the in-
cidence angle is varied from small to large values across te Snow Scattering and Frequency Response

swath. At each pixel, the measurement is at one incidence anglgnow grain sizes range mostly in submillimeter and mil-
and the variability in incidence is embedded in the data makifigheter scales, except that depth hoar crystals can develop to
snow algorithms more complicated and less accurate. centimeter scales typically in a subsurface snow layer. For a

In this paper, we investigate the sensitivity &f,-band snow grain much smaller than the electromagnetic wavelength,
backscatter to snow properties, and demonstrate the potertial scattering follows the Rayleigh scattering law [24], and the
use of a spaceborng,-band scatterometer to monitor globabackscattering cross-section is given as
snow cover. Spaceborne scatterometers launched by NASA
include Seasat scatterometer operated at 14.6 GHz, NSCAT at oy = 6477 < €s — 0 ) aS (1)

14.0 GHz (13.995 GHz to be more exact), and SeaWinds at €5+ 2¢0

13.4 GHz. All of these spaceborne-scatterometer frequenc\iﬁﬁere

are in theK,, band (which starts at 12 GHz), and we use the
term K,, band to indicate these frequencies. Similar to other CS
microwave sensors, thi,,-band scatterometers can make sur-
face observations through cloud cover and darkness as oppose
to optical sensors. A scatterometer typically has a larger swz%tgf
(up to 1800 km for SeaWinds) for a much large and freque
coverage compared to SAR. The resolution is typically bettg
than_a radiometer but coarser than SAR r(_esolution. Compa kscattering coefficient, in the decibel {B) domain as

to brightness temperature, scatterometer signatures are strongly

sensitive (to be presented later in the paper) to wetness in snow oo(dB) = A(f) + P[10log(f)]. 2)

and can be used to detect early snowmelt.

Based on scattering physics and measured radar data,Iw€2), coefficientA(f) is a weak function of frequency due
study K,,-band backscattering response to snow comparedttathe dispersive characteristicsegf and P is the power index.
that at other frequencies, and discuss advantages &ffHeand For Rayleigh scattering? = 4.
scatterometer. Then with NSCAT data, we show gband Radar measurements of dry snow for the horizontal polariza-
backscatter response over snow covered regions with differioh at 50 incidence angle [25] show that backscatter agrees
snow types in the northern hemisphere in conjunction witkell with the Rayleigh-scattering law over the range of fre-
the NOAA/NESDIS and CPC snow extent product throughoguency from C-band té,, band as shown in Fig. 1. The total
the 1996-1997 snow season. We ussitu snow depth data snow depth was 26 cm with different densities at different depths
from surface weather stations in U.S., Canada, and Russigdenser for upper snow), snow water equivalent was 5.9 cm,
compare with changes in NSCAT backscatter and with changeasl snow temperatures were as cold-d8 °C at the top layer
in NOAA/NESDIS and CPC snow extent. To illustrate thand—1 °C at the frozen soil [25]. The dots represent measured

Backscatter (dB)
2

Il. PHYSICAL PRINCIPLES

permittivity of ice scatterers;

permittivity of the air background,;

snow grain radius;

electromagnetic wave frequency.

ording to the Rayleigh scattering (1), the backscatter is pro-
brtional to the fourth power of the wave frequency. Taking 10
Wgtes of the base-10 logarithm of both sides of (1), we obtain
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data by Stiles and Ulaby [25], and the continuous curve is the
linear fit with the form of (2). The regression analysis shows
that P = 3.81 (within 5% of P = 4 for Rayleigh scattering)
with a very high correlation coefficient of 0.988. An important
indication of these results is that snow backscattet gband
around 14 GHz is 5.4 times stronger than that at X-band 9 GHz,
and more than 40 times stronger compared to that at C-band
5.3 GHz for P = 3.81. This is consistent with results from
radar experiments of seasonal snow indicating that dry snow has
very little influence on backscatter at frequencies up to 10 GHz
[26]. In this respect, a higher-frequency radar is better to de-
tect snow. However, when the frequency is so high such that
the Rayleigh scattering condition is not satisfied and multiple
interactions among the snow grains also becomes significant,

Backscatter (dB)

the dispersive scattering loss is important and the backscatter / _ }ng gg:

can only increase with a smaller power index compared to the 16 |/ —-— 90GHz .
forth-power relationship in the frequency dependence. Experi- /

mentally, data by Stiles and Ulaby [25] show a modest increase -18 ! ;

by about 3 dB between 16.6 GHz to 35.6 GHz. Theoretically, the 0 20 40 60 80

dense medium model or strong fluctuation theory (discussed in Snow water equivalent (cm)

the next section) is more applicable for multiple scattering el;i'g. 2. Backscatter at 37incidence angle and horizontal polarization as

fects. a function of snow water equivalent for dry snow. The curves for 16.6 GHz
(dashed curve) and for 9.0 GHz (dash-dotted curve) are from empirical

B. Snow Attenuation and Saturation Effects model functions [30]. The continuous curve is for 14.0 GHz derived by the
’ interpolation in the logarithmic frequency domain from the empirical results at

While electromagnetic waves at higher frequencies haved-f GHz and 16.6 GHz.
stronger response to snow scattering, wave attenuation needs to
be considered. Wave propagation and attenuation in a scatteffhfig. 1 is 5.9 cm, which is in the regime well below the SWE
medium are characterized with a complex effective permittivigt which saturation effects become important. At 16.6 GHz,
tensore, s ;. Under the strong permittivity fluctuations theorythe backscatter changes only about 0.7 dB for the range of

the permittivity tensor is given in the form of [27] SWE from 30 cm to 80 cm due to the saturation effects. Thus,
B a frequency lower than 16.6 GHz is more desirable to detect
Ceff =g+ €ofesy (3) thicker snow depth.

With the aforementioned considerations,i&-band scat-
whereg, is the effective permittivity tensor in the quasistatiterometer system is applicable to snow monitoring. A lower
limit, which is reduced to the Polder-van Santen dielectritequency radar has a much weaker snow backscatter response
mixing, and Eeff is the effective scatterer related to thehat is harder to detect thinner snow, and is contaminated
scattering effects on wave speed and attenuation. Detailigd more radar-system noise due to a lower signal-to-noise
expressions of. s for inhomogeneous anisotropic media wittratio. For example, C-band backscatter for the snow case of
multiple nonspherical scattering species have beed derived &gl 1 is about—20 dB [25], which can be below the noise
presented [28], [29]. Both absorption loss and scattering loésor of high-resolution SAR measurements. Also at C-band,
are accounted for in (3). A scattering medium such as snowhiackscatter due to vegetation is stronger and can significantly
inherently dispersive and the wave attenuation is more sevemntribute to the total backscatter or even dominate the snow
at higher frequencies. Because of the attenuation, backscasignature. At Ku band, snow backscatter is strong and is
from snow cannot increase further and becomes saturated after masked by forests (to be presented in Section 1I-B and
a certain snow depth where the waves cannot reach. Section IlI-C below). A higher frequency radar is limited by

The saturation effects in backscatter for the horizonttle saturation that causes great difficulties in detecting thicker
polarization at 57 incidence angle are shown in Fig. 2snow depth.
Results at 9 GHz and at 16.6 GHz are from empirical model Furthermore, a high relative accuracy is necessary to deter-
functions, relating backscatter to dry snow water equivalentine snow water equivalent (SWE). For example, a relative cal-
(SWE), derived with measured data [30]. SWE is defined as thwation accuracy oft1 dB for one standard deviation ) at
integration of snow density over snow depth. Because there #ie mean backscatter value-e10 dB still results in a large un-
no measured data to determine the model function at 14 GHertainty in over a wide range of SWE from 30 cm to 80 cm
we use the linear relationship between snow backscatter versuen for the case of 9 GHz with the least saturation effects for
the logarithm of frequency as presented above to interpolate the different frequencies shown in Fig. 2. Spacebdiieband
results between 9 GHz and at 16.6 GHz to obtainiAheband scatterometers have been demonstrated to have an excellent rel-
backscatter. Fig. 2 indicates that backscatter has a good ative accuracy of+0.3 dB at three standard deviatioB() for
creasing trend at 9 GHz, and starts to become less sensitiv&l®CAT [31] or, even better:0.2 dB for SeaWinds [32], which
large values of SWE at 14 GHz. Note that SWE for the resultain provide accurate measurements to retrieve SWE.
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C. Effects of Vegetation Cover Scattering medium
Vegetation cover such as boreal or taiga forests occupies a 2 3 @ )

large part of cold land regions. The forest penetration is shal-

lower at higher microwave frequencies for a continuous vegeta- a

tion coverage such as the dense foliage canopy in tropical rain

forests. For forests over winter cold land, the vegetation cover is

not continuous. In fact, it has large gaps among separated conif-
erous trees or deciduous trees without leaves. In this case, the
gap model for the vegetation cover should be more representa-
tive rather than the continuum model. A higher frequeficpr-
responds to a shorter wavelendtk= ¢/ f wherec is the speed

of light in air. At 14 GHz, the wavelength i = 2.1 cm and

gaps larger than that can alldi,-band waves to go through.
If the vegetation cover dominates the total backscatter. th ig. 3. Scattering mechanisms: (1) direct scattering due to rough surface,
N o) direct scattering from volume scatterers, (3) scattering of reflected waves,
backscatter pattern should be distinctive over very dn‘feren? reflection of scattered waves, and (5) double reflected scattering.
vegetation regions such taiga and tundra, and their boundary
should be observable particularly when there is no snow COVElid because the soil reflectivity decreases in the freezing stage

Mor(_aover, durmg the winter season, if the vegetation cov eflection-scattering interaction terms). The overall decreasing
continue to dominate the total backscatter masking out sn

¥nd holds true for the different microwave frequencies since

backscatter signatures, then t_he b_a<_:kscatter should stay relaéh’gcattering mechanisms follows the decreasing trend over the
constant because the vegetation is in the dormant state with, é‘ésonal transition

growth. Also, the temperature is low in cold winter and free As snow arrives and accumulates during the winter, the

water in trees Is m|n|m|zed d.u.e to b|oph.y5|cal meChan'SmS.S%gckscatter increases if the radar frequency is high enough
as xylem hydraulic conductivity reduction or xylem embolis b have a strong response from snow. At low frequencies,

[33]-[35]. Consequently, tree effective p_erm_ltt|vny is low an ackscatter is dominated by vegetation and stays unchanged

stable, and backscattgr from the vege_tatlp n is weaker. uring the cold winter as discussed above. By the end of the
On the other hand, if the frequency is high enough so that t ow season, the total backscatter decreases precipitously

Qﬁhe to lossy wet snow) with strong diurnal effects during

% snowmelt process, which is usually within one or two
eeks from the onset of snowmelt. As the season transitions

) ing trend of lation during th d wint Gm winter into spring, the landscape thaws up, soil and tree
Increasing trend of snow accumulation during the cold WInt&l, - ivivities increase, the reflectivities increase, and all the

over both forested and exposeq areas as an indication .Of ﬁttering terms increase resulting in the increase of the total
backscatter response to snow in order to have a potential o]

C . . . ckscatter.
snow applications. This serves as a basis to determine an appr

. . . %hus, the seasonal trend of global snow backscatter signa-
priate operational frequency for radar remote sensing ofsnoxmre has the characteristics: (1) low backscatter before snow

_ _ _ arrival, (2) gradually increasing backscatter during the cold
D. Backscattering Mechanisms and Seasonal Evolution  winter season corresponding to more snow accumulation, (3)

Seasonally, time-series backscatter of snow should follow@pPidly decreasing backscatter be the end of the snow season
definitive trend corresponding to the seasonal evolution of sno@® Snowmelts, and (4) backscatter is increasing again as snow
To examine the trend, consider all the volume and surface sc#Parts. These trends of snow backscatter should be observ-
tering mechanisms depicted in Fig. 3. The total backscatter o@¥€ from seasonal global data measured by NSCAT if the
the landscape within the radar footprint consists of: (1) scdt@ckscatter does come from snow. This suggests that time-se-
tering due to rough surfaces, (2) direct scattering from volunhies backscatter data are appropriate for snow monitoring since
scatterers such as snow and vegetation, (3) scattering of $80W accumulation and snowmelt are temporal processes.
flected waves, (4) reflection of scattered waves, and (5) double
reflected scattering. Detailed expressions of the these term&inSnow Wetness Effects and Melt-Freeze Cycles
the calculation of the total backscatter from multilayered inho- In wet snow, the liquid water phase has a large imaginary part
mogeneous isotropic and anisotropic geophysical media haepresenting a large absorption loss in the first term in (3). Fur-
been derived and presented elsewhere [28], [29], [36]-[38]. thermore, the large value of liquid water permittivity leads to a

From fall going into early winter, term (1) for rough sur-strong scattering loss in the second term in (3). Thus, the wet-
face decreases as the soil changes from thaw to freeze staggs in snow causes a strong increase in the total wave attenua-
causing a significant decrease in soil effective permittivity artitbn and consequently a large decrease in the backscatter from
consequently the decrease in rough surface scattering. The fahie-snow pack. AK,, band, backscatter can decrease more than
volume scattering terms (2-5) also decrease during the fdlldB for 3% wetness [25]. Such a strong sensitivity to the liquid
winter transition because the tree permittivity decreases duenater content in snow is excellent for a radar to identify wet and
the free water decrease in tree (direct volume scattering terihly snow and to estimate the snow wetness. This is important to

tation “RCS floor,” then the backscatter should increases fo
thicker snow accumulation during the cold winter. Dependi
on the operating frequency, the radar data have to exhibit
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detect early snowmelt conditions for applications to flood foreyrid in latitude and longitude, the global snow class distribution

casting. is presented in Fig. 4(a) with the above numbering for different
Snow wetness is governed by the thermal condition of tlsmow classes and number 7 denotes the perennial ice class. An

snow pack. Fluctuations in air temperatures and diurnal effeatsportant advantage of the CRREL snow classification system

cause significant changes in snow wetness. Diurnal effects hav¢hat it helps to infer more information about the snow cover

been used to delineate snowmelt zones over the Greenlanddempared to using remote sensing data alone; this is possible be-

sheet [39]. Thus, superimposed on the above general seasonake different snow classes have definitive ensembles of phys-

trends of snow backscatter are fluctuations such as transimat characteristics [41].

temperature variations causing short-term backscatter fluctua-

tions. Higher temperatures and solar radiations in spring tirge Global NSCAT Backscatter Data

can increase snow wetness in the top layer, leading to a stron

decrease in backscatterfgg-band 14 GHz, while the landscape

is still fully covered by snow. The snow pack can refreeze arﬁf . .
the backscatter can rebound as the temperature becomes nced Earth Observing Satellite (ADEOS) from September

again. Thus, the strong backscatter change is inversely rela 6 to June 1997. NSCAT ha_d double-sided S.W"’.‘ths’ each with
to temperature changes during the melt-freeze cycles. a Coverage of 600 km spanning a range of incidence angles

While atemperature increase over snow leads to a backsca gpln %.OO Ito 7|0).' Otn each dS|de,bthere vyt?]rfhthrr]ee_ bea}[mls V\I"th
decrease, a temperature increase thawing the landscape withgyertical po srl_z;l |o_:_1han <|Jntt_a camwi ?bonlfon ?t polar-
show leads to a backscatter increase. This is due to increa{g@gon on each side. The relalive accuracy of backscatter mea-

both in surface scattering due to the higher soil permittivity aﬁ&rﬁggﬁ Wast estlmztedlfsll)bo;,_lt O'S dBl; and furth?r(;nll;orefﬁnatl_on
in volume scattering due to the higher reflections and highg system and calibration has been reported byetsal

scatterer permittivities. Wismann [40] showed that chang&l [31]2 . o
t}iln this paper, we use the vertical polarization data because

in C-band backscatter are similar between two complete data at that polarization. The NSCAT back
different cases: one with snow cover and freezing temperatu ere were more data at that polarization. fhe ack-

and the other with ground thawing with temperature we . :
above freezing (see Fig. 3 of the reference [40]). Thereforegﬁound and the data were binned into 25-km cells. In each cell,

change in backscatter should not be interpreted as an extengi\%e are typically several backscatter data points at different

land thaw without considering the trend and the sign of tH@udence angles. To account for the incidence angle variations,
backscatter change we use the data within a given cell to calculate the slope versus

In view of the above physical principles, we investigatg‘ddence angle and interpolate the measurements to a fixed in-

K, -band backscatter over snow covered regions to examinecilt(%ence anglletﬁt 4;)5 kscatter in the decibel d -
spatial distribution and its temporal evolution over the snoy_v n g;aner?, ?_ a_cd scatter ml eAt ecl l?. o_énaln IS a ||10n-
season to be presented in the following sections. It is necess ar function of incidence angie. At small incidence angies,

to show that the backscatter signature exhibits strong chan scattering from rough surface can b? d_omlnant giving nise
a steeper slope. In the larger range of incidence angles where

over snow covered regions with spatial characteristics a kscatter is dominated by vol ttering. the s i shal
seasonal variations corresponding to different snow propert ekscatleris dominated by volume scatlering, the Slope s shai-

and seasonal snow processes to demonstrate the potential QLE" At veryt large |n(_:|der11_ce ?Jr;g_les, back_sc;attfrllsbwlegktand ¢
of the spaceborne scatterometer for global snow monitormg.measuremen.s are noisy. 10 obtain a consistent global data se
for snow applications, we eliminate data at small and large inci-

dence angles and retain data withirf 30 60° before carrying
IIl. B ACKSCATTER PATTERNS OVER SNOW CLASSES out the interpolation to 45 Furthermore, we test this approach
A. Global Snow Classes by using data withid5° £10° for the interpolation and compare
Based hvsical ch teristi lobal | with the interpolated results using data witdisf + 15° (30° —
ased on physical ¢ ar.ac eristics, global seasonal sho b%). No significant differences were found and thus data within
cIa_ssmed Into SIX classest) tundra, 2) taiga, 3) prairie, 4) 30° — 60° can be used to obtain NSCAT images at a uniform in-
alpine, 5) maritime, and 6) ephemeral or no snaacording cidence angle of 45 The price for the data set with a uniform

o the .CR.REL snow classification system [41.]' n add't'(.)r]hcidence angle is the reduction in coverage because the entire
perennial ice such as the Greenland ice sheet is grouped in th cannot be utilized

class calledce. Each of the snow classes is defined by a unique
ensemble of texture and stratigraphy including snow layer
thickness, density, crystal morphology, and grain character
tics. Sturmet al.[41] have described physical characteristics of If K,-band backscatter has a strong response to snow phys-
the snow classes and presented data on their depth range, lmalk properties such as snow depth, density, grain size [sixth
density, and layer number. power of size according to (1)], and wetness, the backscatter

Some of the snow class names, retained from historic snpatterns should reveal some correspondence to different snow
classification developments, are not necessarily associated weidsses. To compare the backscatter patterns with the global
a particular vegetation type, and thus a tundra snow cover carow class distribution, we overlay the snow class contour on
exist over a region with no tundra [41]. The snow class data bdS88CAT backscatter maps at different times of the winter as pre-
is available over the Northern Hemisphere with a°0<3.5> sented in Figs. 4(b)—(e).

grhe National Aeronautics and Space Administration (NASA)
atterometer (NSCAT) was operated at about 14 GHz on the

. Comparison of Backscatter and Snow Class Distribution
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Fig. 4. Comparisons of backscatter patterns with global snow classes: (a) global snow classes [38] denoted with 1 for tundra, 2 for taiga,, 3\ffar @igirie,

5 for maritime, 6 for ephemeral or no snow, and 7 for perennial ice, (b) comparison of NSCAT backscatter pattern for the period from 26 Septembleetto 2 Octo
1996 with overlaying contours for tundra snow and perennial ice classes, (c) comparison for the period 96-12-18 to 96—12-24 with contoursifat {aigiie

snow classes, (d) comparison for the period 97—02-26 to 97-03-04 with contours for tundra, maritime, and prairie snow classes, and (e) cottiyggpseodor
97-04-30 to 97—05-06 with contours for tundra snow and perennial ice classes.

Fig. 4(b) shows NSCAT backscatter in late September Hatitudes. This observation from NSCAT data verifies that the
early October 1996 when much of the northern hemisphere wasgetation backscatter does not dominate the total backscatter
not covered by snow. In Fig. 4(b), we overlay the contours fdirom the cold-region landscape as we discuss in Section II-C.
tundra snow and ice classes. An interesting observation fromThere were some limited snow covered areas at high latitudes
Fig. 4(b) is that no distinction in backscatter is seen across thiethe time of Fig. 4(b). A high backscatter area appearsinred is
boundary between taiga forest and tundra regions located ometed in the region of St. Elias Mountains in the south-east part
the Canadian Shield [42] extending from Labrador/Newfoundf Alaska extending into the south-west corner of the Yukon
land in the east up to the Northwest Territories in the west siderritory in Canada. This area is characterized by high eleva-
of Canada. The lack of differences in backscatter over two veign terrain including Mt. Logan, the highest in Canada, where
different vegetation regimes indicates the insensitive resporms&ennial snow/ice cover is observed. Comparing Figs. 4(a) and
of K,-band scatterometer measurements to vegetation at h{ph we note that this area is exactly enclosed by the contour of
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the ice class (class 7). In the north of Alaska, the southern extenthe September-October case in Fig. 4(b). At this late snow
of ayellow area representing backscatter aroufich dBisvery season, the ice class was still observable as a red area in the
well coincident with the boundary of between tundra and taidgat. Elias Mountains. Another ice class region in red was also
snow classes. Also noticeable is the yellow feature seen frdaund throughout the season in the north of the Novaya Zemlya
the middle east part on Alaska protruding through the Yukdsland between Barents and Kara Seas. Over Europe, much
Territory. At that time, no systematic pattern is obvious over thef the snow cover was departed; however, the northern and
Eurasian region. eastern Siberia still had strong backscatter patterns. In the west
Fig. 4(c) presents backscatter patterns, with overlayifgberia, this pattern appeared to stay in the taiga snow regions
contours for prairie and taiga snow classes, during the winferYakutia and Magadan. In northern Siberia, strong yellow-red
week before Christmas eve in 1996. In the U.S. northern plaibackscatter spanned over both tundra and taiga snow classes.
and the Canadian prairie, excellent distinctions between prairieOverall, we found NSCAT backscatter patterns correlated
snow and other snow classes including taiga snow over tivell with the snow class distribution in America but not quite
north side, alpine snow in the east and the west sides, asiwell over Eurasia. This is not surprising because the initial
maritime snow in the west part of US. NSCAT backscattenow class map validation by Sturet al. [41] indicates an
backscatter patterns in this north American region and tk&cellent agreement of 90% in Alaska while the agreement in
snow class boundaries are well correlated given that the globag former USSR is only 62%.
snow classes were derived based on long-term climatology
data [41]. Over the northern Canada and Alaska, the boundaly. BACKSCATTER EVOLUTION OVER SNOW COVER REGIONS
between tundra and taiga snow _classes became apparent WmNSCAT Backscatter Images
stronger yellow backscatter for taiga snow compared to weaker .
light-green backscatter for tundra snow. Across the east-west© Study the seasonal evolution of NSCAT backscatter over
extent of Eurasia from northeastern China, through Mongoff2OW cover regions, we process NSCAT data to obtain global
and Kazakstan, to eastern Europe, NSCAT backscatter pattdtgkscatter images at the vertical polarization andl “ii-
correspond to the taiga snow class in the north side and otHgfCe angle over the entire 1996-1997 snow season. Because
snow classes in the south side. only subswaths of NSCAT data can be used as discussed in Sec-
Later into the winter season, backscatter patterns in FebrudigD !l-B, one full global image requires one week of data for a
March 1997 are plotted in Fig. 4(d) with overlaying contours fdfomPléte coverage. The results from weekly NSCAT data are
tundra, maritime, and prairie snow classes. Compared with fif€Sented biweekly in 18 images in Figs. 5(a)—(r). Note that
earlier backscatter images in Figs. 4(b) and 4(c), the increasii§'e are missing data over the western US from October 1996
trend of backscatter for more snow accumulation at this lafé-ebruary 1997 as seen in Figs. 5(c)—(k). This was due to radar
time in the winter season is evident not only over tundra rgahpraﬂon activities wnh a ground calibration station located at
gions but also over taiga forests. This result has an importaifflite Sands, New Mexico [31], [43].
implication that snow backscatter signatures are not maskedéJy
the vegetation cover, and thus demonstrates the potential use 'ofS now Cover Extent
K,-band scatterometer for remote sensing of global snow coverTo provide an indication of snow cover areas, we use the
as discussed in Section 1I-C. Over much of the north AmericAOAA/NESDIS and CPC snow extent product [23]. The
continent, the backscatter distinction across the boundary gerational snow cover data are hand derived from satellite
tween tundra and taiga snow class disappeared except overd@i@, primarily from the Geosynchronous Operational Environ-
Northwest Territories. A significant part of the north Americafinental Satellites (GOES), the Advanced Very High Resolution
prairie snow region was also filled up with a stronger yellokradiometer (AVHRR), and the European weather observation
backscatter pattern. Along the west coast of US and Canagatellite METEOSAT [44]. The snow extent data are gridded in
the long stretch of maritime snow corresponded to an elonga®t 89 x 89 array overlaid on a polar stereographic projection
strong backscatter appeared in orange, which was also obseM#ti 1 and 0 representing snow or no-snow respectively. Snow
in Fig. 4(c). A stronger yellow backscatter pattern became magstent data are converted into & 2 2° grid in latitude and
apparent over the maritime snow in the European region abdoggitude, and then plotted as contours over the weekly NSCAT
Italy. However, over much of Eurasia, backscatter patterns wéfgages at the same time periods as shown in Figs. 5(a)—(r).
complicated and were not well correlated with the snow clabote that most of the missing data area in the western US
distribution pattern. did not locate in the snow extent contours during the NSCAT
Corresponding to the late stage of the snow season, Fig. &albration period as seen in Figs. 5(c)—(k).
with overlaying contours for tundra snow and ice classes
shows several interesting backscatter patterns. The backscétteP€asonal Trends
boundary between tundra and taiga in Alaska and Canadas observed in the time series of NSCAT images in
reappeared with a reverse backscatter pattern: the backscdaitgs. 5(a)—(r), the temporal evolution of backscatter signature
over tundra snow was stronger compared to that over taigéhin the northern hemispheric snow cover regions does
snow especially over north Alaska and Labrador, Canadshibit the seasonal characteristic trend of snow backscatter
which is the opposite of the case in December shown iasponse as discussed in Section II-D. At the beginning of the
Fig. 4(c). The feature over the tundra snow from Alasksnow sea in early October 1999, the backscatter within the
protruding into Yukon Territory also became evident again a&mow extent contours was low. The backscatter became stronger
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(more yellow and red) and the regions of strong backscatter was V. COMPARISONWITH IN-SITU SNOw DEPTH

expanding as the snow cover extended further south as the snoyw

season progressed. In the peak period of the season from IaﬂgSCAT _backscatter exhibited rgpid cha.ng.es within the snow
December 1996 to late February 1997, the strong backscaﬁé?e,m during the seasonal transition. T'hIS is clearly Qbserved
pattern was reaching a maximum extension correspondingfoF19: 5(M)=(r) over the northern hemisphere. As discussed
the maximum extent of the NOAA/NESDIS and CPC snol? Section II-D, such rapid backscatterer changes are due to
product. In March 1997, the yellow backscatter area started!§ Sensitive response to the typical fast snowmelt process. To
reduce. In late March and early April 1997, the high backscatf@@mine this relationship, we compare NSCAT backscatter
pattern was rapidly decrease. By May, this pattern was alreaRffterns within-situsnow depth together with local temperature
limited to very high latitudes and mostly departed in Jun@&easurementsn-situ meteorological parameters, measured at
These trends in the backscatter signature provide anotgigbal weather stations, are obtained from the NOAA National
evidence of the sensitivity ok’,-band backscatter in responsélimate Data Center [45]. We carry out the comparison over
to the seasonal snow evolution over the northern hemispherdhree important snow-covered regions of the world: Alaska
As an aside note, in middle and low latitude regions out? U.S., Ontario in Canada, and Siberia in Russia. NSCAT
side the snow extent, there were also high backscatter arbagkscatter are plotted in Fig. 6(a)—(c) over these regions in the
such as the temperate regions in eastern U.S. and in China. Al transition periods together with the NOAA snow extent
backscatter trends in these regions, dominated different terraird weather station locations.
types, either remained relatively unchanged or did not follow
the characteristic seasonal backscatter signature of snow. A. Alaska

NSCAT backscatter over Alaska during 23—-29 April 1997
. in Fig. 6(a) reveal an interesting pattern with lower values in
In snow cover areas, NSCAT backscatter revealed differggk miqdle sandwiched between high backscatter regions in the
details during the seasonal evolution over different regions Qf , and in the south. This pattern suggests an earlier snowmelt
the world. In the US northern plains and the Canadian praifi¢the middie internal region of Alaska. At that time, snow still
regions, the prairie snow area appeared to be filled in from tfgyered the northern region because of lower temperatures at

south leaving a shrinking weak backscatter pattern in the midgig, higher north latitudes. In the south of Alaska, the later snow
[Fig. 5(d)—(1)]. Strong backscatter response to snow started figil 4 rtyre was due to the thicker snow cover over higher alti-
in Alaska and western Canada corresponding to earlier arriyglies of the southern local topography.

of snow in this region. The Labrador and Newfound_land regions |, verify the relationship of Alaskan NSCAT backscatter sig-
had stronger backscatter response to snow later in the seagaf,re with the seasonal snow characteristics, we obtasitu
Toward the end of the snow season, the high backscatter patigl, from three different stations spanning over the north-south

to the NOAA/NESDIS and CPC snow extent retreat. with an altitude of 85 m, Fairbanks at®49'N and 147 52'W

In Eurasia, strong backscatter response to snow appeagd 13g m, and Paxson at®%02’'N and 148 30'W and 809
firstin east Siberia corresponding to earlier snow arrival in thi§ |n_situ snow depth and air temperature data are plotted in
region [Fig. 5(a)~(c)], which has a high topography. A higltjg 7(a)_(d) for the above three stations, respectively. The time
backscatter band W|th|n-the strip of snow extent contour WaBriod corresponds to the NSCAT image in Fig. 6(a) for this case
observed along the region of the Stanovoy and Yablonovy,,qy is marked with the vertical thin lines in Fig. 7. The typ-
ranges in the middle of east Siberia. Until early Decembgy,| yrend of the snow cover observed at these stations in Alaska
[Fig- 5(e)], the strong backscatter pattern was limited to the,qs 5 gradual accumulation with a gradual increase in snow
east of the Ob River. However, later in December and unfjb,ih through the snow season and then a rapid decrease of snow
February, the backscatter responded strongly to snow spannifgyness due melting in the spring time.
the entire northern Siberia and Europe. Specifically, at the time period of NSCAT observations shown

In the late snow season, both the backscatter pattern §Rgg g(a), Umiat station still had 50-cm snow cover while
NOAA/NESDIS and CPC snow extent indicate snow retreégle maximum air temperature started to reach to above freezing
from the west in Europe moving toward the east into Siberigjth the mean temperature still well below freezing as seen if
In east Siberia, the general trend was that snow retreat sta\:;:gi_ 7(a). At Fairbanks station, the snow cover was melting and
from the south moving northward and eastward as observigg@ snow depth decreased rapidly from more than 50 cm at the
by NSCAT backscatter in agreement with the trend in thgeginning of April to virtually no snow by the end of April. This
NOAA/NESDIS and CPC snow extent product. With theast snowmelt was due to a significant warm spell in the first half
reduction from the west and from the south, snow cover bgf April with a short refreezing period in the middle of April fol-
came more and more isolated back to the northeast of Sibeféaved by the spring thaw [Fig. 7(b)]. Meanwhile, Paxson station
However, NSCAT backscatter revealed more details within tigta indicated a deep snow cover close to 1-m thick in March,
NOAA snow extent contour. For instance, the high backscattge snow depth was still more than 40 cm by April end, and the
pattern already reduced to Yakutia and the east as observedriow still lasted in May [Fig. 7(c)]. Paxson mean daily temper-
Figs. 5(n)—(0) in April 1997 while the NOAA snow extent wasatures started to reach above freezing toward the end of April.
still covering much of Siberia. Note that the temperature records at the three stations all showed

D. Regional Trends
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Fig. 5. (a)—(i) Time-series of NSCAT images over snow covered regions with NOAA/NESDIS and CPC snow extent contours during the snow season from
October 1996 to June 1997.

the warm spell in first half of April; however, the absolute tem- As seen in the NSCAT image in Fig. 6(a), Umiat was lo-
peratures was colder and snow was still covering the northerated in the high (yellow-orange) areas, Fairbanks was in the
and the southern regions of Alaska. low (green) backscatter region, and Paxson was on a relative
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NSCAT backscatter o, (dB) at #=45°

Fig. 5. (Continued) (j)—(r) Time-series of NSCAT images over snow covered regions with NOAA/NESDIS and CPC snow extent contours during the snow
season from October 1996 to June 1997.

high backscatter strip corresponding the the high local topparture in central Alaska. Note that this pattern was not observ-
graphic relief. Thus, weather station observations agree wihle from the NOAA snow extent results well later into May
NSCAT backscatter pattern, which indicates an earlier snow d€igs. 5(q)—(r)].
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Fig. 6. NSCAT backscatter signature over snow cover regionsimssitu stations marked by white plusses in: (a) Alaska mapped with Mercator projection over

52° N 72° N and 137 W 169° W with stations at Umiat, Fairbanks, and Paxson from north to south, (b) Ontario mapped with Mercator projectiort dver 40

60° N and 70 W 102> W with stations at Pickle Lake, Geraldton, and Kapuskasing for west to east, and (c) Siberia mapped with Mercator projectioriNover 44

74° Nand 60 E 170 E with stations at Aleksandrovskoe, Bajkit, Lensk, Curapka, and Sejmcan from west to east. The black contour lines represent snow extents
determined by the NOAA/NESDIS and CPC product.

B. Ontario the rapid snowmelt at the end. At Kapuskasing station, the max-

In Ontario, Canada, the higher NSCAT backscatter signatdfaum snow depthin March was close to 2m. During the NSCAT
shown in Fig. 6(b) had retreated much to the north during ApPServation time shown in Fig. 6(b), snow depth was reduced
9 to April 15, 1997, while the NOAA snow extent was coveringy One order of magnitude as seen in Fig. 8(a) in response to
to latitudes well below the Great Lakes. Then, the backscatt8f corresponding melting temperatures [Fig. 8(b)—(d)]. By the
retreat continued furthermore during April and May 1997. T8Nd of the NSCAT observation time in Fig. 6(b), snow depth at
compare this pattern witm-situ measurements, we use thre&ickle Lake decrease to about 25 cm while snow at Geraldton
different stations spanning across Ontario at latitudes aroufftd Kapuskasing melted down to a much thinner depth. Corre-
50° N. From the west to the east, the stations are Pickle LafBonding to this spatial pattern of snow distribution, Fig. 6(b)
located at 51 28’'N and 90 12'W at an altitude of 386 m, Ger- Shows that Pickle Lake station was located at the edge of a high
aldton at 49 47'N and 86 56'W at 351 m, and Kapuskasing at(yellow) backscatter area while the backscatter at Geraldton and
49 25'N and 82 28'W at 227 m. Kapuskasing was in the low value (green) region.

Snow depth and temperature data are plotted in Figs. 8(a)-(dNote a pronounced warming period was observed in early
for Kapuskasing, Geraldton, and Pickle Lake stations, respégril from the Kapuskasing temperature record similar to
tively. In Fig. 8, the vertical lines denote the time period cotthe case in Alaska. The same trend was also evident at both
responding to data acquisition time of the NSCAT image iBeraldton and Pickle Lake stations, where the rapid snowmelt
Fig. 6(b). Similar to the general trend of seasonal snow obsenadrted with the early April warming event was observed in the
in Alaska, all three stations in Ontario revealed the gradual im-situ data. The trend of the rapid snowmelt in April, with the
crease of snow depth from the beginning of the snow season #st dynamic change revealed by NSCAT backscatter, is well
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Fig. 7. In-situmeasurements at weather stations in Alaska: (a) snow depth in centimeters, (b) temperature in degrees Celsius at Umiat, (c) temperature in degrees
Celsius at Fairbanks, (d) temperature in degrees Celsius at Paxson.
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Fig. 8. In-situmeasurements at weather stations in Ontario: (a) snow depth in centimeters, (b) temperature in degrees Celsius at Kapuskasing, (c) temperature in
degrees Celsius at Geraldton, and (d) temperature in degrees Celsius at Pickle Lake.

correlated with then-situ melting temperatures measured byut across the north American continent, seems to confirm the

all three stations at the same time period. temperature correlation, marked by the April warming event,
The consistency of the rapid retreat pattern in NSCAmMeasured by various weather stations separated by thousands

backscatter signature, observed not only on the regional scafekilometers between Alaska and Ontario. Due to the large
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Fig. 9. In-situmeasurements at weather stations in Siberia: (a) snow depth in centimeters, (b) temperature in degrees Celsius at Aleksandrovskoe, (c) temperature
in degrees Celsius at Bajkit, (d) temperature in degrees Celsius at Lensk, (e) temperature in degree Celsius at Curapka, and (f) temperatGelsiusegree
Sejmcan.

coverage of NSCAT, the scatterometer data is valuable as an inFive different stations extending from the east of the Ob River,

tegrated indicator of large-scale climate conditions compareditoough central Siberia, to Magadan region in the far east of

local point measurements by the global weather station netwo8iberia are selected for this study. All located around latitude
61° N and separated approximately by°1i@ longitude, the

C. Siberia weather stations are Aleksandrovskoe®(86'N, 77° 52'E, al-

NSCAT backscatter signature over the northern hemispheliftide 47 m), Bajkit (61 40'N, 96 22'E, 261 m), Lensk (6D
snow cover regions in Figs. 5(m)—(0) shows an interestirfp N> 114'53'E, 243 m), Curapka (6202'N, 132’ 36E, 179
mirror symmetry between Eurasia and North America acrody. and Sejmcan (6255'N, 152 25'E, 207m).In-situ snow
the longitudinal line coincident with the international Datélepth and temperature data from these stations are presented in
Line. Here, we examine the case of the retreat in NSCATY. 9(a)—(f), where the vertical lines indicate the NSCAT ob-
pattern corresponding to Fig. 5(0) (April 16 to April 22, 1997%ervation time of Fig. 6(c).
over Siberia where the NOAA snow extent still indicated an Four stations at Aleksandrovskoe, Bajkit, Lensk, and
extensive coverage. NSCAT backscatter over this region Gsirapka had shallow snow depthg @ cm) by the period
plotted again to show more details in Fig. 6(c), where thef the NSCAT observation in Fig. 6(c). The snow became
weather stations are also marked on the map. Fig. 6(c) shoagidly thinner and snow depths were reduced by one order of
that the high backscatter pattern reduced to the Magadan regivagnitude toward the end of April compared to those at the
in east Siberia in April, compared to the strong backscatteeginning of April as seen at the four stations in Fig. 9(a). From
pattern over the entire Siberia by the end of March. the corresponding temperature records shown in Fig. 9(b)—(e),
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the fast snowmelt was caused by the April strong warming
starting at the beginning of the month.

This trend is well correlated to the backscatter retreat
pattern observed in Fig. 6(c). The NSCAT image shows that
Aleksandrovskoe, Bajkit, and Lensk stations were all in the
low (green) backscatter region. Compared with the NOAA
snow extent, only Aleksandrovskoe was right below the snow
extent line while the other stations were well within the snow [
cover. For the case at Curapka, NSCAT backscatter signature :T:::a:i':
indicates that the station was located near the northern side
of a distinctively low backscatter area surrounded by higher
backscatter patterns [Fig. 6(c)].

At Sejmcan station in Magadan, the temperature plot in
Fig. 9(f) indicates that the first part of April was still below
freezing and the maximum temperature increased over freezing
with a cold period in the middle of the later half part of April.
Correspondingly, the snow depth at Sejmcan was still around
42 cm by the end of the period of the NSCAT image in Fig. 6(c),
where the backscatter pattern was still relatively strong over the
Sejmcan region in agreement with the station observations.

VI. THE 1997 RoobD OF THE CENTURY

The high sensitivity ofi{,,-band backscatter to snow proper-
ties, especially snowmelting, as examined together imiitu
station data in the last section, enables the use of the backscatter
signature over snow covered areas as an early indicator of fast
snowmelt conditions leading to flood events. We illustrate the Fr.04. 16
utility of wideswath scatterometer with large and frequent cov- B7.04.22
erage for such practical applications with the event of the 1997
Flood of the Century occurred while NSCAT was in operation.

H MSCAT hackacatier ¢ AR) at p=45°
A. The Disaster BF &, (AB) 8t G=45

Numerous heavy snow storms in a long winter account@@. 10. NSCAT backscatter signatures over snow cover corresponding

for this disaster, according to NOAA National Climatic Datd0 snow events leading to the 1997 Flood of the Century in the U.S. north
Cent 131, A v Aoril bli dd d to th f lains and the Canadian prairie region: (a) period of snowmelt from 97-03-19
enter [13]. An early April blizzar umped up 1o three 1€}, 97_o3-25, (b) period of snow blizzard from 97-04-02 to 97-04-08, and

of snow in parts of the Northern Plains and the snowmelting) period of rapid snow retreat from 97—-04-16 to 97-04-22.

made river level forecasting more difficult. On April 17, 1997,

the Red River broke the 100 year flood crest record at Fargm, 1997, and close to 4000 soldiers were deployed south of
North Dakota. Many lives were lost and costs were estimat@@innipeg to help the battle against the flood [50].

in the $1-2 billion range in the Grand Forks area alone. North

Dakota’s Devils Lake expanded to more than twice its normBl NSCAT Observations

si_ze and set a new record for its highest level. The Minnesotaygc AT backscatter images are obtained to investigate the
River also caused a great deal of damage [13]. backscatter signature over the snow cover leading to the 1997
The Federal Emergency Management Agency (FEMAjoad of the Century. Fig. 10(a)—(c) present NSCAT results to-

also reported that North Dakota and Minnesota experiencggiher with the corresponding NOAA/NESDIS and CPC snow
flooding due to heavy spring snowmelts [46]. North Dakotaytent contour over north America.

South Dakota, and Minnesota were declared federal disastergig. 10(a) shows the case for the week of March 19 to March
[47]. The American Red Cross provided numerous sheltets; 1997. This period was in the spring seasonal transition.
food, and other critically-needed assistance to thousandsS¥fong backscatter patterns were still observed in mid-latitude
families evacuated from towns such as Grand Forks, Noweas such as the Great Lakes region in the east and the high
Dakota, and East Grand Forks, Minnesota [48]. Upon departifithography region in the west. However, over the northern
to North Dakota, President Clinton made remarks on a towfains and prairie region in the middle of the north American
being flooded and burning at the same time and a large comngantinent, the yellow strong backscatter response had retreated
nity being entirely evacuated [49]. In the Province of Manitobdurther north compared to the east and west sides. The retreat
Canada, the flood inflicted severe and extensive damagesbaerved in the NSCAT backscatter signature was more pro-
state of emergency was declared in southern Manitoba on Aprdunced than that seen in the snow extent contour. Note that a
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drop of 3 dB (decrease by a factor of 2) in backscatter chandesckscatter evolution. The backscatter started with a low-value
the backscatter color code from yellow to green. As discusspdttern, increased during the season as snow accumulated, and
in Section II-E, a small percentage wetness in snow can cauapidly decreased by the end of the season corresponding to
such a change irf{,-band backscatter resulting in a morahe fast snowmelt process. Furthermore, NSCAT backscatter
pronounced retreat pattern seen in NSCAT data. within the northern hemispheric snow extent exhibits more
A dramatic change is evident in the NSCAT image idetails and rapid changes corresponding to the distributions
Fig. 10(b) over an extensive region between the U.S. midwestd dynamics of the global snow cover.
and Canada. The time period in early April 1997 for the case The comparison of global NSCAT backscatter data with
of Fig. 10(b) corresponds to the time of the blizzard dumpinig-situ snow depth and temperature data obtained from the
several feet of snow as presented in the above section. Fig. 1@flopal weather station network over three different and impor-
shows very strong backscatter, appeared as orange to red, right snow-covered regions of the world, including Alaska in
over the previous green backscatter region where the strddg., Ontario in Canada, and Siberia in Russia, shows the close
yellow backscatter had retreated northward two-week earlieraxrelation of the NSCAT backscatter retreat patterns with the
seen in Fig. 9(a). Such high backscatter area in the north plasmowmelt process observed at various weather stations. These
and prairie regions shown in Fig. 9(b) was extending eveasults further indicate the sensitivity &f,-band scatterometer
further south in latitudes compared to the southern extensisrsufficient for snow monitoring.
of the yellow backscatter pattern in Quebec, Labrador, andTo illustrate the practical utility of wideswatl,,-band
Newfoundland in the east of Canada. Note that a small lesezatterometer as an early indicator of large-scale snowmelt
blue backscatter area coincides with a no-snow contour arsausing floods, we investigate NSCAT backscatter signature
located to the west of North Dakota. corresponding to the snow events leading to the 1997 Flood
From April 16 to April 22, 1997, NSCAT data in Fig. 10(c)of the Century over the U.S. northern plains and the Canadian
reveal a rapid retreat of the high backscatter pattern to highairie region. NSCAT backscatter shows dramatic changes
latitudes up into the middle region of the Northwest Territoriesvith pronounced and dynamic patterns correlated with the
This backscatter pattern is well above the NOAA/NESDIBpril blizzard and rapid snowmelt causing the devastating
and CPC snow contour line. Examinations of later NSCAflood.
backscatter time-series data sets in April to May [see Nevertheless, there are certainly limitations in NSCAT data.
Fig. 5(p)—(q)] indicate that the retreat continued to the norffirst, the use of NSCAT subswath data effectively narrows
afterward. Such rapid retreat of the NSCAT pattern suggestiawn the total NSCAT swath. Moreover, the total swath of
rapid melt of snow in the first part of April leading to the flood NSCAT may not be large enough to begin with. Consequently,
Note that the time periods of these events are consistent witle temporal resolution of the global coverage is limited to
the NOAA report of the 100-year flood record of the Red Rivenveekly observations. This may not adequate to capture the
at Fargo (see Section VI.A). With much more pronounced adgnamics of the global snow cover during transient snow events
dynamic patterns compared to the snow extent contour, NSC@ifrapid snowmelt processes. For example, a well-defined green
backscatter dramatically exhibited the series of snow evemiatch of backscatter is seen within the surrounding yellow
causing the devastating 1997 Flood of the Century. With thigttern in the southern area between Alaska and Canada in
experience, a similar set of scatterometer observations in ffig. 5(0). This is caused by data overlaid from different orbits
future is likely a considerable predicator of severe flooding. in the one-week time scale, during which properties of snow
covered had changed.
Another limitation of NSCAT is the variation in incidence an-
gles, which introduces more uncertainties in the backscatter ob-
The objective of this paper is to show the potential cfervations due to the data interpolation to a constant incidence
wideswath K,,-band scatterometry for applications to snovangle. The interpolation also results in a higher cost because
remote sensing on the regional to continental and global scalesiltiple measurements at different incidence angles are neces-
From the snow scattering physics together with published radary for each location. Furthermore, as a characteristics of the
measurements of snow, we present thatband backscatter global-coverage class of sensors, NSCAT resolution was ap-
is sensitive to snow properties. proximately 7 km x 25 km, which needs to be improved for
Using NSCAT data, we show for the first time that globatonitoring regions of patchy snow cover. Also because of the
K,-band backscatter signature in snow-covered regions revesitggle frequency system, NSCAT data have difficulties in ob-
patterns corresponding to different global snow classes defirgmtving very thin or very thick snow. A multifrequency scat-
by the CRREL snow classification system. Such observatioesometer system is better for snow monitoring; however, such a
hold over regions with different vegetation types and forest aresgstem is costly. Combining with other global-coverage sensors
during the snow season. This is an indication of the sensitivispich as AVHRR or SSM/I will provide a more comprehensive
of K,-band scatterometer observations to snow physical chdata set for global snow applications.
acteristics on the global scale. With the past NSCAT data, this paper shows the potential use
Examinations of the entire NSCAT backscatter data aif the scatterometer for global snow remote sensing. In June
over the northern hemisphere throughout the 1996-1997 snb999, the SeaWindk ,-band scatterometer on the QuikSCAT
season within the NOAA/NESDIS and CPC snow-covereshtellite was successfully launched by a Titan Il rocket from
extent show the characteristics trend of the seasonal snitwe Vandenberg Air Force Base in California. The SeaWinds

VII. SUMMARY AND CONCLUSIONS
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scatterometer currently collects global backscatter data withs]
a fixed incidence angle over a very wideswath of 1800 km.
Such coverage can provide daily data ovet Bfitude, where 7
almost all global snow covered regions are located. At higher
latitudes (above 4), QuikSCAT/SeaWinds can even provide
twice daily coverage allowing diurnal monitoring of global
snow. Furthermore, another SeaWinds scatterometer is planned
to be launched in 2002 will provide long-term time-series data.

With potential applications to snow and global data sets
extending into the new millennium, it is pertinent to develop [g]
scatterometry algorithms for quantitative snow cover moni-
toring. Such efforts require better understandingigf-band 9]
scattering mechanisms in relation to snow physical processes
and determining more accurate quantitative relationship be-

X [10]
tween backscatter and snow physical parameters.

In this regard, the Jet Prolusion Laboratory has success-
fully developed and implemented a tower-based polarimetri¢t!]
K -band scatterometer system designed for operations in cold
regions for snow measurements [51]. Using this new scatterom-
eter system, JPL and CRREL carried a snow field experimerit2]
in Alaska in March—April 1999 to investigate backscatter|,
signature of snow during the late phase of the snow season
[52]. We have applied the experimental results to develop!4!
initial algorithms to derive snow extent and snowmelt-freeze
regions from QuikSCAT data [53]. Results will be validated [15]
with snow field experimental observations to be presented in
future papers.

It is recognized that much research work needs to be dones]
to develop geophysical model functions relating backscatter t
geophysical properties of different snow classes for developinE ]
appropriate snow algorithms using scatterometer data. Never-
theless, the past, current, and future scatterometers serve as 8§!
portune test beds providing real global data sets for the devel-
opment of scatterometry remote sensing of snow from space.[19]
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